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Abstract—Side-informed steganography is a term
used for embedding secret messages while utilizing
a higher quality form of the cover object called the
precover. The embedding algorithm typically makes
use of the quantization errors available when converting
the precover to a lower quality cover object. Vir-
tually all previously proposed side-informed stegano-
graphic schemes were limited to the case when the
side-information is in the form of an uncompressed
image and the embedding uses the unquantized DCT
coefficients to improve the security when JPEG com-
pressing the precover. Inspired by the side-informed
(SI) UNIWARD embedding scheme, in this paper we
describe a general principle for incorporating the side-
information in any steganographic scheme designed to
minimize embedding distortion. Further improvement
in security is obtained by allowing a ternary embed-
ding operation instead of binary and computing the
costs from the unquantized cover. The usefulness of
the proposed embedding paradigm is demonstrated on
a wide spectrum of various information-reducing image
processing operations, including image downsampling,
color depth reduction, and filtering. Side-information
appears to improve empirical security of existing em-
bedding schemes by a rather large margin.

I. Introduction
The goal of steganography is to communicate secret

messages to another party by hiding the secrets in cover
objects so that the Warden, who monitors the traffic,
cannot distinguish between genuine cover objects and
objects carrying secret data. In steganography by cover
modification, the secret is embedded by making changes
to the cover. If the cover-source distribution is known
and available to the communicating parties as well as
the Warden, the rate of perfectly secure steganographic
communication is positive [24] even when the actions of
both the sender and the (possibly active) Warden are
power limited. When the cover source is empirical (incog-
nizable) in nature, such as digital media, the individual
cover elements exhibit complex dependencies that are
highly non stationary. This means that in practice neither
the steganographer or the Warden know the model and
have to work with approximations. This has fundamental
consequences for the steganographer, who is now unable
to achieve perfect security. With increasing number of
communicated information, the sender has to embed with

a vanishing rate to curb the risk of the Warden detecting
the usage of steganography [16], [5].
To alleviate the lack of the cover model, some stegano-

graphic schemes make use of the knowledge of the so-
called precover.1 The precover is usually a higher-quality
representation of the cover, such as the raw image before
it is JPEG compressed or the raw sensor output before it
is converted to a true-color image, such as TIFF or JPEG.
Historically, the first side-informed embedding scheme
was the embedding-while-dithering steganography [6], in
which the secret message was hidden in selected pixels of
a GIF image by perturbing the quantization to palette
colors and dithering both the quantization error and
the embedding distortion. Another early example is the
Perturbed Quantization [7], which hides secrets during
a recompression of a JPEG file. Side-informed schemes
gained on popularity with the introduction of MMEx [17]
and BCHopt [22], both designed to hide messages in
JPEG files while utilizing the rounding errors of DCT
coefficients. Such schemes and their improvements [23],
[14], [10] offered a significant increase in empirical security
when compared with embedding schemes that do not
use any side-information [18]. Finally, in [13] the authors
described a side-informed JPEG steganographic scheme
called SI-UNIWARD, which is currently among the most
secure algorithms available for JPEG images [12].
In the next section, we propose a rather simple way

how to incorporate quantization errors obtained when
processing the precover to its cover form within any
steganographic scheme designed to minimize an additive
embedding distortion. Then, we further generalize the
approach to make use of the more powerful ternary em-
bedding operation instead of a binary one, which is what
all side-informed schemes have traditionally used. The
effectiveness of the proposed methodology is demonstrated
in Section III, where we carry out experiments with several
information-reducing operations in both the spatial and
JPEG domain. The paper is concluded in Section IV.

II. Incorporating side-information
In this section, we introduce a simple idea how to incor-

porate side-information in any steganographic scheme that
1The concept of precover is due to Ker [15].



minimizes additive distortion. We specifically discuss two
novel aspects, which include the departure from a binary
embedding operation to ternary and the computation of
costs from the unquantized cover.

The following notational conventions are adopted in this
paper. The index pair ij will always be used for pixels or
DCT coefficients and uv for wavelet coefficients. Boldface
font is used for matrices and vectors.

We will recognize three types of images – a precover
image P, unquantized cover U, and cover X. The cover
is obtained from the precover using some information-
reducing operation that involves quantization as the last
step. Even though the proposed approach can certainly
be applied to color cover images, for simplicity of the
exposition, we will assume that X = (Xij) ∈ In1×n2

L ,
IL = {0, 1, . . . , 2L − 1}, is an L-bit grayscale image with
n1 × n2 pixels. At this point, we refrain from formalizing
the concept of the precover and merely state that it is some
higher quality version of the cover. The precover may be
in a different format than the cover, it may have a higher
color depth, and may be larger than n1×n2 pixels. In this
paper, we also allow the precover to be color. We assume
that there be a transformation T that maps the precover
P to Rn1×n2 such that X = QL(T (P)) with U = T (P)
the unquantized cover, where QL is a quantizer with 2L
centroids IL. Symbolically,

P T→ U QL→ X. (1)

Furthermore, we will assume that we have a stegano-
graphic scheme A designed to embed while minimizing
an additive distortion function. This is currently the
most successful paradigm for constructing steganographic
schemes in any domain, including those based on non-
additive distortion [3], [2], [21]. Such steganography typ-
ically starts with computing the costs (ρ(A)

ij ) of changing
each cover element Xij . In this article, we will use only
additive schemes A where the cost of changing the Xij by
1 and by −1 are the same. Again, most additive embedding
schemes do possess this property, e.g., S-UNIWARD, J-
UNIWARD [13], HILL [20], WOW [11], and UED [9]. The
cost ρ(A)

ij typically depends on some local neighborhood
of pixel Xij . At this point, we note that in all schemes
known to the authors it is possible to compute the costs
from the unquantized cover U instead of the cover X.
To distinguish such costs, we will explicitly mark this
dependency: ρ(A)

ij (U) or ρ(A)
ij (X).

The side-information that our proposed general embed-
ding scheme will utilize is the unquantized cover U. The
quantization error due to applying the quantizer QL will
be denoted

eij = Uij −Xij = Uij −QL(Uij). (2)

If the cover element is modified from Xij to Yij , the
total distortion due to quantization and embedding with

respect to the unquantized cover is thus

e′ij = Uij − Yij . (3)

The costs ρ
(SI)
ij of the side-informed version of the

embedding algorithm A are obtained by modulating the
original costs by the difference |e′ij | − |eij |:

ρ
(SI)
ij = (|e′ij | − |eij |)ρ

(A)
ij . (4)

Note that ρ(SI)
ij ≥ 0 because |eij | ≤ |e′ij | for all ij as

eij is the smallest amount Uij can be modified to obtain
a plausible cover value (a value from IL). The modulation
in (4) makes intuitive sense because the new costs reflect
not only the local image complexity but also take into
account the distortion w.r.t. the unquantized cover. The
hope is that by minimizing this distortion, the embedding
will disturb the statistical properties of covers less.

At this point, we make a comparison to previous art.
Virtually all previously proposed side-informed schemes
were restricted to binary embedding operations. During
embedding, the value Uij was either quantized to Yij =
Xij = QL(Uij) or it was rounded “to the other side” Yij =
Xij + sign(Uij −Xij) = Uij + sign(eij)− eij , which means
the embedding operation was inherently binary. In this
case, |e′ij | − |eij | = 1− 2|eij |.

In this article, we allow ternary side-informed embed-
ding. Indeed, when eij ≈ 0, there is no reason to re-
strict the embedding to a binary operation as rounding
to Yij = Xij + sign(eij) becomes almost as expensive
(|e′ij |−|eij | = 1−2|eij |) as rounding to Yij = Xij−sign(eij)
(|e′ij |−|eij | = 1+|eij |−|eij | = 1). Thus, when using ternary
embedding in our side-informed steganography, the costs
of changing Xij by ±1 are not equal:

ρ
(SI)+
ij = (1− 2|eij |)ρ(A)

ij if Yij = Xij + sign(eij), (5)

ρ
(SI)−
ij = ρ

(A)
ij if Yij = Xij − sign(eij). (6)

The actual embedding needs to be executed with the
multi-layered version of syndrome-trellis codes (STCs) [4].
An embedding simulator will change pixel Xij by
±sign(eij) with probabilities

β
(±)
ij = e−λρ

(SI)±
ij

1 + e−λρ
(SI)+
ij + e−λρ

(SI)−
ij

, (7)

with λ > 0 determined by the payload length M (in bits):

M =
∑
i,j

−β+
ij log2 β

+
ij − β

−
ij log2 β

−
ij

− (1− β+
ij − β

−
ij) log2(1− β+

ij − β
−
ij). (8)

A. Discussion and relationship to prior art
The modulation of costs by the difference |e′ij | − |eij |

has been proposed in the past. The BCHopt embed-
ding scheme [22] for JPEG images modulates the costs
in the form of the quantization steps with this factor.
The same factor also appears in EBS [23], NPQ [14],



UED [10], and SI-UNIWARD [13]. Here, we note that the
description of SI-UNIWARD as appeared in [13] does not
correspond to the actual implementation available on the
authors’ web site (http://dde.binghamton.edu/download/
stego_algorithms/). We elaborate on this issue in the
appendix. What is new in our proposal is using the factor
to modulate the costs of any additive steganography, for
example, in the spatial domain. Additionally, we propose
two more innovations – the ternary embedding operation
and we also compute the costs of A from the unquantized
cover U rather than the cover X. It is shown in the next
section that both further improve the empirical security.

III. Experiments

The precover source for all our experiments was the
BOSSbase 1.01 [1] database with images in their full
resolution RAW format. We used a script that utilized
’ufraw’ to convert them to the RGB TIFF format of the
same resolution. This included gain adjustment, gamma
correction, and color interpolation. All subsequent pro-
cessing was done in Matlab rather than ImageMagick to
obtain an easy access to the non-rounded values. The
final quantizer QL used L = 8 for spatial domain and
L = 11 for experiments in the JPEG domain. For brevity,
the transformation T will be described symbolically by
arrows between different image representations in the
form (color)size

type, where color ∈ {RAW,RGB,GRAY},
size ∈ {FULL, 5122} for full-size and 512 × 512 images,
and type ∈ {nB,DBL} for n bit integers and doubles.
A side-informed scheme based on embedding algorithm

A that uses q-ary embedding operation and computes the
costs from image C ∈ {U,X} will be denoted as SIq-A-C.
All detectors were trained as binary classifiers imple-

mented using the FLD ensemble [19] with default settings.
The security is evaluated using the ensemble’s ’out-of-bag’
(OOB) error EOOB averaged over ten ensemble runs with
different seeds. In the spatial domain, we steganalyze with
the SRM features [8] while PHARM features [12] were used
for the JPEG domain.

A. Spatial domain

In this section, we investigate the empirical security
of side-informed HILL [20] and S-UNIWARD [13] when
U represents non-rounded pixel values. The goal of the
three experiments below is to investigate the effect of
the transformation T , the difference between binary and
ternary embedding, and between computing the costs from
U and X. Because our cover images were obtained using
operations from Matlab instead of ImageMagick, our cover
source differs from the original BOSSbase 1.01, and the
detection errors will be different than the ones reported
in [20] and [13]. This is not an issue as we are primarily
interested in the relative improvement of the side-informed
schemes over the original algorithms.

Table I
Mean EOOB for HILL, S-UNIWARD and their side-informed

variants when utilizing the quantization error after
resizing with different kernels at 0.4 bpp.

bilinear bicubic box triangle cubic Lanczos2 Lanczos3

HILL 0.0978 0.1564 0.2038 0.0981 0.1543 0.1539 0.1684
SI3-HILL-U 0.1731 0.2411 0.2899 0.1738 0.2421 0.2462 0.2652

SUNI 0.0646 0.1092 0.1249 0.0651 0.1072 0.1081 0.1233
SI3-SUNI-U 0.1261 0.1941 0.2562 0.1262 0.1916 0.1935 0.2061

1) Resizing:
T : (RAW)FULL −→ (RGB)FULL

8B
gray−→ (GRAY)FULL

8B
resize−→
crop

(GRAY)5122

DBL

The results for HILL and S-UNIWARD (Fig. 1) point
out two important facts. First, the choice between com-
puting the costs from U and X has a small effect on
the overall detection because the costs of both algorithms
are insensitive to small perturbations of the cover. Thus,
in all our subsequent experiments we use just the costs
computed from the unquantized cover, ρij(U). Second, the
gain in security when using the ternary embedding over
the binary is significant. Third, the side-informed schemes
achieve significantly higher security despite making more
embedding changes (Fig. 2) and embedding into smooth
areas (Fig. 3). This means that the security of SI schemes
solely hinges upon the difficulty of estimating the rounding
errors from the quantized (and embedded) image. Finally,
Table I shows the effect of the resizing kernel in Matlab’s
’imresize’ for SI-HILL and SI-S-UNIWARD at 0.4 bpp.
The filter ’nearest’ is missing as it does not produce any
rounding error.

2) Color conversion:
T : (RAW)FULL −→ (RGB)FULL

8B
resize−→
crop

(RGB)5122

8B
gray−→ (GRAY)5122

DBL

In Fig. 4, we compare HILL and S-UNIWARD and their
side-informed variants when utilizing the color conversion
rounding error. The images are first resized so that the
smaller side is 512 pixels and then cropped to square. The
conversion used a linear combination of individual RGB
channels with coefficients [0.2989, 0.5870, 0.1140]. This ex-
periment again shows a strong positive influence of the
ternary embedding operation, increasing EOOB by almost
10%.

3) Quantization:
T : (RAW)FULL −→ (RGB)FULL

16B
crop−→ (RGB)5122

16B
gray−→ (GRAY)5122

DBL
In this case, the transformation T does not include re-
sizing, which makes the cover images smoother than in
the previous experiments. Thus, the steganographic algo-
rithms adapt to the acquisition noise naturally present in
the image rather than the content. It is rather interesting
that for this source HILL and S-UNIWARD have almost
identical performance (Fig. 5). The gain of ternary embed-
ding is mostly pronounced for medium payloads.

B. JPEG domain
The precover source for all experiments in this section

was the BOSSbase 1.01 database of 512 × 512 grayscale
images in the PGM format, which were JPEG compressed
with Matlab’s ’imwrite’ with 75% quality factor. Here,
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Figure 1. Mean EOOB for HILL (top) and S-UNIWARD (bottom)
and their SI versions with the quantization error after resizing with
Lanczos 3 kernel as the side-information when computing the costs
from the unquantized and quantized cover.

the unquantized cover U are the non-rounded DCT co-
efficients divided by the corresponding quantization steps.

Fig. 6 shows the security of J-UNIWARD and its side-
informed variants. Note that the SI embedding in JPEGs
exhibits very different properties than in the spatial do-
main. The difference between the costs ρij(U) and ρij(X)
is now more influential while the choice of the embedding
operation (binary vs. ternary) is small with the ternary
embedding giving a slightly worse performance. Both ob-
servations can be attributed to the much larger quantiza-
tion step. Indeed, the harsher quantization removes more
information about the cover source, which makes the costs
computed from the unquantized cover more tightly related
to detectability. On the other hand, the larger quantization
step makes the cost of ternary embedding also higher
than in the spatial domain. Finally, note that the actual
implementation of SI-UNIWARD [13] corresponds to SI2-
JUNI-U (Appendix A).

IV. Conclusions
Side-informed steganography has been studied in the

past but was limited only to JPEG and palette images.
In this paper, we formalize a general principle for utiliz-
ing side-information in any steganographic scheme that
minimizes distortion, further enhance security by allowing

Figure 2. By rows: cover image, its detail, embedding changes for
HILL and SI3-HILL-U at 0.4 bpp for resizing with Lanczos 3 kernel.
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Figure 3. Change rate for HILL and S-UNIWARD and their SI
versions when resizing with Lanczos 3 kernel. The values are averages
over all 10,000 images in our source.

ternary embedding, and investigate the impact of com-
puting embedding costs from quantized and unquantized
covers. The investigation is experimental and carried out
for resizing, color depth reduction, and color to grayscale
conversion in the spatial domain and for quantization
during JPEG compression. The gain in empirical security
and the effect of the proposed measures appears to depend
mainly on the ratio of the quantization step used for the
final quantization and the image dynamic range. In the
spatial domain, this ratio is small, which makes the effect
of computing the costs from the unquantized cover rather
than the quantized cover negligible. This is also because
the selection channel of modern spatial domain embedding
schemes is insensitive to small perturbations. On the other



0 0.1 0.2 0.3 0.4 0.50

0.2

0.4

Payload

E
O

O
B HILL

SI2-HILL-U
SI3-HILL-U

SUNI
SI2-SUNI-U
SI3-SUNI-U
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with the quantization error after RGB to grayscale conversion as the
side-information.
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Figure 5. Mean EOOB for SRM for HILL, S-UNIWARD and their
SI versions with the quantization error after color depth reduction as
the side-information.

hand, the effect of allowing a ternary embedding operation
is quite significant because rounding “to both sides” is
less expensive due to the fine quantization step. The
situation is exactly the opposite for JPEG images. There,
the ternary embedding does not bring any improvement
due to the large amplitude of embedding changes while the
costs computed from the unquantized precover give better
security as more information about the precover source is
lost due to the much harsher quantization.

The next obvious question is the security of SI schemes
against selection-channel-aware steganalysis. To facilitate
this, we need to develop techniques for estimating the
rounding errors from the quantized and embedded image
and design selection-channel-aware feature sets for ste-
ganalysis in the JPEG domain. We hypothesize that even
inaccurate estimation of the rounding errors in combina-
tion with features capable of incorporating this informa-
tion may decrease the security gain of SI schemes depend-
ing on the estimation accuracy. In particular, it may be
feasible to obtain reasonable estimates of the quantization
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Figure 6. Mean EOOB for J-UNIWARD and its side-informed vari-
ants when utilizing the quantization error after JPEG compression
when computing the costs from the unquantized cover and the cover.
The used quality factor is 75%.

errors in modelable segments, such as portions of blue sky,
when the quantization step is larger than the modeling
noise, which will be easier to achieve in the JPEG domain
rather than the spatial domain. We intend to pursue these
ideas in our future work.
The code for all tested steganographic algorithms, fea-

ture extractors, the ensemble classifier, as well as BOSS-
base generation scripts are available from http://dde.
binghamton.edu/download/.
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Appendix
In this appendix, we point out that the costs of SI-

UNIWARD as defined in [13] are incorrect, state how the
costs are computed in the SI-UNIWARD implementation,
how they should be defined, and how they are related to
the costs of J-UNIWARD.
Denoting the block-wise DCT with J , the (non-

rounded) DCT coefficients of the uncompressed precover
image will be denoted as J(P) = U ∈ Rn1×n2 . The
2D array of quantized DCT coefficients is X = Q11(U).
Eqs. 5 and 6 in [13] define the cost of changing Xij to
Yij = Xij + sign(eij) as

ρ
(SI)
ij (X) = D(SI)(X,X∼ijYij), (9)

where X∼ijYij stands for the matrix X with only Xij

changed to Yij and J−1 is the block-wise inverse DCT



(without rounding to I8). The non-additive distortion
D(SI) is defined as

D(SI)(X,Y) = D(P, J−1(Y))−D(P, J−1(X)), (10)

D(A,B)=
3∑
b=1

n1,n2∑
u,v=1

|W (b)
uv (A)−W (b)

uv (B)|
σ + |W (b)

uv (A)|
, (11)

where W (b)
uv (X) is the uv-th wavelet coefficient in subband

b in image X, σ is a stabilizing constant, and A,B ∈
Rn1×n2 . Using the wavelet kernel in bth subband, W(b),
the wavelet coefficients are computed using a convolution,
W

(b)
uv (A) = (W(b) ?A)uv.
According to this definition, and in contrast with the

claims made in [13], the costs (9) defined this way may be-
come negative, which can be easily verified by implement-
ing the formulas. The implementation of SI-UNIWARD
available from the authors’ web site uses a different for-
mula, which always gives non-negative costs. The formula
that exactly corresponds to the implementation of SI-
UNIWARD should have been

ρ
(SI)
ij (X) = D(SI)(U∼ijXij ,U∼ijYij). (12)

We now show that the costs defined this way follow the
paradigm introduced in Section II, where we propose to
modulate by the factor 1 − 2|eij | the costs of an additive
scheme, which in this case is J-UNIWARD computed using
the precover. Recalling that Xij = Uij − eij and Yij =
Uij + sign(eij)− eij , we use the Dirac delta δij to express

J−1(U∼ijXij) = J−1(U− δijeij) = P + eijJ
−1(δij),

(13)
J−1(U∼ijYij) = P + (sign(eij)− eij)J−1(δij). (14)

The linearity of convolution allows us to write (12)

ρ
(SI)
ij (X) =

∑
b,u,v

|sign(eij)− eij |
∣∣(W(b) ? J−1(δij)

)
uv

∣∣
σ +

∣∣(W(b) ?P)uv
∣∣

−|eij |
∣∣(W(b) ? J−1(δij)

)
uv

∣∣
σ +

∣∣(W(b) ?P)uv
∣∣ (15)

= (1− 2|eij |)
∑
b,u,v

∣∣(W(b) ? J−1(δij)
)
uv

∣∣
σ +

∣∣(W(b) ?P
)
uv

∣∣ (16)

= (1− 2|eij |)ρ(J)
ij (P), (17)

which is the cost of changing the ijth DCT coefficient
in J-UNIWARD with the precover (rather than cover)
in the denominator modulated by 1 − 2|eij |. When the
denominator uses the cover X instead of the precover, we
will denote the J-UNIWARD costs with ρ(J)

ij (X).
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