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ABSTRACT 2. To the best of our knowledge, the embedding efficiency of

. L . existing WPCs[[6, 18, 10] is still far from the bound.
Wet paper codes are an essential tool for communication wit :
) . In the special case when all cover elements are dry, there
non-shared selection channels. Inspired by the recent ZZW

construction for matrix embedding [11], we propose a noveFXlSt numerous so callehatrix embeddingnethods ap-

. . . . - roaching the bound, see e.q. [[4] 11]. The ZZW construc-
wet paper coding scheme with high embedding eﬁuenc;{.??n [11] starts with ar(n, m, R,) codeC able to embedn

The performance is analyzed under the assumption that WL inton cover elements using on averaBg changes, and

covr St o a1, Beoulsequece AUND prosie iy ot i ) o <
P P pactly that follow the bound ase — 0 (or p — oo) [3]. This

practice. construction is important for steganography because the re
tive payload must decrease with increasing size of the cover
1. INTRODUCTION object in order to maintain the same level of secufity [2].
In this paper, we propose “wet ZZW construction” for
In steganography, the sender communicates with the receivBuilding WPCs with high embedding efficiency with similar
by hiding her messages in generally trusted media, such @soperties as ZZW. For small payloads < 1, the family
digital images, so that it is hard to distinguish between th&f WPCs obtained from the simplest form of the construc-
original (cover) objects and stego objects carrying messag tion outperforms all known WPCs in terms of embedding effi-
Usually, the message is embedded in the cover image hyency. The wet ZZW construction can be extended to ternary
slightly modifying colors of selected pixels (selectiorach  codes (useful when embedding changes are bounded by 1) us-
nel). If the selection channel is not completely shared being the approach froni [12].
tween the sender and the recipient, we speak of a non-shared The construction is described in Sectidn 2 and its perfor-
selection channel, in whick out of n cover elements are mance is analyzed in Sectibh 3. Secfibn 4 describes a specific
allowed to be changedify pixels) while the rest are not to be implementation of WPCs that maximize the payload while
modified during embeddinguet pixels). In the binary case, minimizing the overhead. These WPCs are necessary for the
Wet Paper Codes [7] (WPC) can communicate ug oits  wet ZZW construction and are used in Secfibn 5 to build prac-
as a syndrome of a binary linear code. Many steganographtizal WPCs with high embedding efficiency. The paper is con-
algorithms use WPCs as their design elemeritl[7, 9]. cluded in Sectiofl6.
When the payloady, is smaller than the number of dry
elementsyn < k, non-optimized WPCs [7] would make on
averageR, = m/2 embedding changes, leading to embed-

ding efficiencye = 2 bits per change. Itis also knownl[6] g section describes the encoding and decoding algosithm

that the embedding efficiency of any steganographic schemg ., qes obtained via the wet ZZW construction. For a given
that embedsn bits using on averag®, embedding changes WPC C; able to embedn; bits into k; dry elements out of

A
total n, elements byR, changes on average, we construct

must satisfye = m/R, < a/H~'(a), wherea £ m/k is
) N
the relative message length (w.r.t. dry elementg),* (x) is WPCs,C,, p > 1, with decreasing relative payload, and
increasing embedding efficieney.

2. THEWET ZZW CONSTRUCTION

the inverse of the binary entropy functiéf(z) = —zlgx —
(x—1)1g(z—1) onz € [0, 0.5], andlg is logarithm at the base

Letx = (x1,...,%x,) € {0,1}" be a binary represen-
The work on this paper was supported by Air Force Office of Scie (ation of the COV?"S C {1,...,n} the selection channel,
tific Research under the research grant number FA9550@@84- The U.S.  |S| = k, and{x;|j € S} the set of dry cover elements. The
Government is authorized to reproduce and distribute mepfor Govern-  gutput of the encoder is a binary vector= (Y1,---,¥n) €

mental purposes notwithstanding any copyright notatienetton. The views n : : .
and conclusions contained herein are those of the authdrshauld not be {O’ 1} representing the stego ObJeCt that Conveys the mes

interpreted as necessarily representing the official jesijceither expressed Sageém < {0, 1}™ and SatiSfieyq' =x;,Vj ¢ S. We reserve
or implied of AFOSR or the U.S. Government. the symbolkb for bitwise eXclusive OR (XOR).



Encoding algorithm: Given a WPCCy, integerp > 1, v vi vs ... vy Fictitious non-shared

messagen, and setS, the encoder processes the cover vec- o @ XOR selection channel

tor x € {0,1}™" as follows. First, the cover is divided . 5 . use WPCCy

into ny columns ofp bits, {x'}1,, x = (x},...,x})T = B

(X(—1)p+1, - - -+ Xip) T Then, the vectow = (vi,...,vy,) x} x2 ... xju  Elementv;ischanged
is calculated as XOR of afh, columns (see Figui@ ); = by making exactly one
@P_,xi. We say thatv; is dry if at least one element}, 5 a . K change inx* = embed
j=1,...,p, is dry, otherwise it is wet. Let containk, dry o B2 . gm  additionalbits by using
elements out ofi;. Think of v as some fictitious non-shared PP 2 Imax layers of WPCs
selection channel and embed bits in it by making on aver- x! x? X"t

ageR, changes. Every element that needs to be changed  Fig. 1. Block of np elements in wet ZZW construction.
will be changed by making exactly one changexin If the

columnx’ containsd dry elements, we can embed additional

bits (up tolg d) by choosing the element for the final change.(y(i—1)p+1, - - -»¥ip)"» the firstm, bits of the message are

The algorithm works in an iterative fashion. extracted by applying’; to the vectov = (vy,...,vy,) Of
Let7 C {1,...,n} be the set of all indicesfor which ~ XORed columnsy; = &7_,y}. The remainingy,,.. parts of

v; needs to be changed. Fore 7, defineD; = {1 < the message are extracted throdgh:. iterations as follows.

j < p|xiis dry}, the set of indices of all dry elementsinthe ~ Similar as in the encoding algorithm, in thed iteration,

ith column that can be used for changing The following 1 < ! < lmax, the vectorz' = (zi,...,2,, ) is computed

lmdx = [lg p] iterations are used to narrow the sBts = D; aszl = 69 hl yJ Thelth part of the message is extracted

to D=+ containing just one element that must be changed t§Sing the decoder from WP®@/, used in the encoding part

embed the payload and thus transfotrio y. applied to vector!. Here, we assume that the decoder knows
In thelth iteration,1 < [ < [y, the binary vectoh! = the number of dry elementg. This assumption will enable

(h! h!), h! = L(J __1)/§znfffz’J mod 2 is used to nar- US to obtain an upper bound on the performance of the wet
b , hj

row down the set@l and embed additionahl bits as follows. ZZW construction. Later, we remove this assumption.

Define theth channekl (z,...,2,)asz. = = Qi hzxg For p = 1, the resulting WPC is the same @s. If all
Let D! = DL(0) U DL(1), whereDl(z) = {j € D§|h§ = z}.  cover elements are dry apds in the formp = 2" for some
The element! is dry if and only ifi € 7 andD.(0) # ¢  integerr, the wet ZZW construction reduces to the original
andD!(1) # 0. In all other casess! is wet and fixed to its ZZW construction[[11].

original value with the exception where 7 andD!(1) # 0,
DL(0) = 0, in which casez! — 1 — z! because one dry el-
ement inD!(1) will be changed later. Assuming there are
d; dry elements inz!, we can embed up toy; < d; bits on

; : : i In this section, we study the embedding efficiency of codes
average by using the maximum capacity WPEsrealized : . . . .

o ! . obtained using the wet ZZW construction. First, in Sec-
by [5, 7], obtaining thus the final values for all dry ele-

; . 41 Al ] tion[3.1 we determine the efficiency without considering the
mentsz;. The sets; are ?f{rowefj ;" = Dé( z | communication overhead. Sectibn]3.2 shows that the effi-
for all dry elements, an®;™" = D; for all wetz;. ciency decreases surprisingly quickly with increasingrove

In summary, one message bit is embedded in every cohead, which motivates our work on minimizing the overhead
umn inlth iteration, whenever the vectd' can be used to in Sectior{.
distinguish two different dry elements i This way, the To compute the number of message bits and obtain the
encoding algorithm can on average embed umto+ d1 +  embedding efficiency, we need to accept some assumption

-+ + di,,,, bits with 2, changes (there is exactly one changeahout the non-shared selection channel owett is a com-

in every columnx’, i € 7). This bound on the payload is mon practice to permute cover elements before embedding
the most general result we can obtain without making any asgysing a pseudo-random permutation obtained from a stego
sumptions about the selection channel oxerFor a given ey, The permutation breaks dependencies between cover el-
selection channel ang, we denote the expected number of ements, justifying the following assumption.
message bits as, and define theelative message length Assumption 1: The non-shared selection channel oxer
(w.r.t. dry elements) as, < m,/k andembedding efficiency is realized as an i.i.d. Bernoulhi) processPr(x; is dry) =
aSep—mp/R p_k/n

Decoding algorithm: Given a WPCC; and integer Consequently, the non-shared selection channelover
p > 1, the decoder processes the stego vegter {0, 1}  alsoi.i.d. withPr(v; isdry) = 1 — (1 — p)?. Thus, the “top”
and outputs the original message as follows. First, by channel is becoming dry exponentially fast. By this and for
forming the same columngy’}7 |, y* = (yi,...,y,)" = a suitably largep, the WPCC; does not even need to be a

3. ANALYSIS OF THE WET ZZW CONSTRUCTION
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Fig. 2. Embedding efficiency {1) of wet ZZW WPCs in the Fig. 3. Impact of overhead siz&, for 1 < p < 560 on
ideal case of zero overhead for several values of dry eleembedding efficiency{2) of wet ZZW WPCs. Helg, are
ment densityp. Here,C; are maximum-payload WPCs and maximum-payload WPCs and = 10%. The density of dry
n = 108. The performance is compared with block-minimal elements i$ = 0.1.
WPCs [6] with codimensiop = 18. The ZZW matrix em-

bedding family(1/2, 2", 1 +r/2) is shown for reference. One reason for this is that the decoder does not have access to

setsD! and thus is not able to utilize this information.

WPC, giving us the option to use ordinary syndrome codes. Figure[2 shows the embedding efficiency of codes ob-
However, care needs to be taken sinceould contain some t@ined by the wet ZZW construction when the WPgwas
wet elements in practice. chosen to embed maximal possible payload (denote this code

by Cyax), €.9., WPCs from[5,]7] which embéd bits into

k. dry elements while making; /2 changes on average. The
3.1. Impact of wet elements on embedding efficiency non-shared selection channels were assumed to follow As-

) _ ] sumption 1 with density of dry elements Forn = nyp =

In the ZZW construction, since all elements in each golumr’ioa cover elements and integer> 1, the average number
x' of lengthp = 2" are dry, we can embelf2” = r bitS  of pits 17, the encoder can embed, is obtained as follows.
per column by making one ch_ange. If some elements’in  pefine the matrixC — (ci;), wherec;; is the average num-
are wet and the column contaipsiry elements, the number per of random bits the encoder can embed by changing ex-
of embeddable bits is bounded byg. From this point of  4ctly one dry element in a random vector of lengthith
view, there is no loss in having wet elementsinbecause: < j < i dry elements. The matri€ was obtained ex-
ande are calculated w.r.t. dry elements. In practice, howeverperimentally as a mean ovéf00 random samples. Define
the embedding efficiency decreases when wet elements a&(p) = n(1 — (1 — p)?) as the average number of dry ele-

present. _ ments inv and

The first source of loss is due to the random nature of dry v . }
elements. From Assumption 1, the number of dry elements me(p) = Z p\ o (1 —p)P~’ .
in columnx?, g;, is i.i.d. binomial with parametens and p. ¢ p —(1—=pp ™

For example, ify; only attains two valuesy; € {v1,72}, the
code resulting from the wet ZZW construction is a blockwiseas the average number of bits the encoder can embed by
direct surfl of two codes for whichy; = ~; andg; = v, changing exactly one dry element in one column of length
Vi, respectively. The embedding efficiency of the resulting>. Here, the average,; was computed w.r.t. the positive
code is a convex combination of efficiencies of the individuabinomial distribution. Finallym, = k¢(p) + k¢ (p)me(p)/2,
codes, which is lower than the efficiency of the code designed
: ) ; my 2my,

for the same rate with a fixed number of dry elements in col- op = —, ep = .
umnx’. P k()

The second source of loss is due to the selection of the last  The final and most severe source of loss is related to the
dry element in columix®. To avoid any loss and embed the practical realization of,,., layers of WPC$¥; and is studied
maximum number of bits, the s& should be narrowed to in the following section.
D!(x) at a dryz! with probability proportional tgD! ()|, for
z € {0,1}. However,Pr(D™" = D!(1)) =Pr(|z} —z}| = 3.2. Loss analysis due to WPC's overhead
1) = 1/2 because the solutia} obtained from WPGV; is
equally likely to be0 or 1. Thus, the encoder is suboptima

(1)

| In order to implement,,., layers of WPCs in the encoding

" algorithm, we need,,.. = [lgp] WPCs{Wl}ﬁg? where we
1CodeC = {(c1,ca)lc1 € C1,cz € Ca} is blockwise direct sum of ~ CaN gmbed_ t_he maximum possible payload. Here, the em-

codesC; andCs. bedding efficiency is of no concern because we have to make




R, changes anyway and the bits embedded while choosinfgllowing form
the place for them are thus “for free.” The implementation
of these codes can be based either on random cbdes [7] with

cubic complexity or LT codes [5] with log-linear complexity Dy
LT codes are preferable for their complexity, but due to the D=1 D |,
sparse structure of the LT matrix, the number of bits that can D3

be communicated is decreasedtgercent of dry elements.
Although the overhead tends to zero as the number of dry
elements increases to infinity, the loss for finite lengthois
negligible. For example, the overhead of an LT code design
for 10* message bits with parameters= 0.1 andé = 5 is

whereDy € {0,1}™*" is a random sparse LT matrix, and
o € {0,1}"*", D3 € {0, 1}™2>" are random binary matri-
ces. When solvinpy = m, we can substitute the known wet
about6%, while the probability that the code will succeed in valuesy; = x;, ¥j ¢ &, move them to Fhe_‘ right hand_5|de
embedding i9.75. _(RHS), and remove frorﬁﬂ)l- all columnsj, j ¢ S, obtain-
. ) ing thus submatricell;, i« € {1,2,3}. The syndromé);y
Letm, = m; + >, d; be the total number of bits the ., ymunicated, < 30 bits that encoden, andm, needed
encoder can embed assuming the WRIGsdo not have any (4 torm I, and D at the decoder. The matri®; is gen-
ove_rhead_for giverp 2_ 1. This number of bits cannot be 4 4teq using the stego key in a pseudo-random fasthias (
achieved in practice, since the parameter8®fthe number shared). The syndrom@sy andDsy communicate the pay-
of dry bitsd;) are not known to th_e d.ecoder. Fo_r this reasonyy54. The columns ob, are sparse random binary vectors
there must be some loss, say, bits in total, which should ;556 Hamming weight follows the robust soliton distribu-
be_a_s small as possible. Figlie 3 shows the loss in embeddigg, [5] with parameters ands. The parameten; is chosen
efficiency whenC = Cyax, n = nep = 10°% p = 0.1,and 4 thaf, has full rank with high probability, i.e., the LT code
Ap = {0,...,2000}. The results were obtained experimen-js gesigned to have sufficient absolute overhead gshis.
tally in the same way as in Figure 2. Here, Finally, the random rows dbs are added “on the fly” while
running the Gaussian elimination @nin order to maximize

my — A mp — Bp (2)  me while still having full rank ofD (see below).

ap = ———, ep = .
np ke(p)/2 . . .
We now describe how to efficiently carry out Gaussian
elimination with matrixH obtained fromD and we supply
4. WPCS WITH SMALL OVERHEAD the missing details how the sender generdigs First, run
the “LT process”[[5] of complexityO(m4 log(m,/J)) over
This section introduces practical WPCs designed for maxitlz, but perform column and row permutations over the whole
mum payload with minimum possible overhead. Such code¥l- This bringsH to the upper diagonal form. Run Gaussian
are needed to realize the WPM& in the wet ZZW con- elimination On]Hll and bring it to the fOI’n‘ﬁZ,T, G], whereZ
struction. For a given covex € {0,1}", selection chan- IS @ zeroh x my matrix, T is h x h upper diagonal, an€:
nel S C {1,...,n}, |S| = k, and shared binary matrix iS% X (k — h —my). In doing so, remember all operations

D € {0,1}™*", the WPC encoder outputs the stego vecto©on the RHS oftl;. This part of the RHS/( bits) will only
y € {0,1}" such thaDy = m andy; = x;, Vi ¢ S, where  be known aftem; is determined. To findn, and generate

m € {0,1}™ is the desired message. LEtec {0,1}mxk  Ds, the sender keeps appending random dense rows to the
be a binary matrix obtained frof by removing all columns Whole matrix one-by-one and each time runs the Gaussian
i,i ¢ S. If H has full rank (in binary arithmeticyy can be  elimination on them to see i3 has full rank (stops wheH
found by Gaussian elimination with complexi®y(m?2k) [7]. ~ c€asesto be of full rank). Again, all operations with the RHS
Random codes proposed i [7] are suitable for small over?f D1 are remembered. At the end of this procéssyill be

head because an x & random binary matridl = (h;;) upper diagonal, ready for back-substitution. The rol®gis
- 1] ) .
Pr(hi; = 1) = 0.5, is of full rank with high probability even to lower the absolute overhead from the LT code. Finadly,

for small overhead — m (see Figure 1 ir [1]). With — oo, andms are encoded and substituted into the RH®¢fand

the probability that a randorh x k matrix has full rank ap- the whole system with +m, +m, message bits on the RHS

proache®.28378... and the average number of extra randomC@n Pe solved using back-substitution.

columns needed to bring the matrix to full rankli$066.... The complexity of this algorithm is dominated by the

Thus, the average absolute overhead is abduits (c.f. with  complexity of the Gaussian elimination @, O(m3k) =~

the large overhead of LT codes). However, the high computa®(¢2k). The parameters of the robust soliton distribution

tional complexity of Gaussian elimination limits the usade should be chosen so that the overhgad; 10 with high

random codes to small payloadsS 10*. probability. By running computer simulations, the average
To achieve small overhead even for larger messageverhead taken over different matri@@sE[k —m, —mo— h],

lengths with low complexity, we endow matri® with the  was smaller thag bits.
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Fig. 4. Embedding efficiency of practical codes obtained from  trices and applications. Unpublished report available at

the wet ZZW construction with different,; n = 10° for
C; = Cyvyax,n=4- 106 for C:; = CLpaM, and |OSSAp =
20 [1g p] bits. Dry elements density = 0.1.

5. PRACTICAL WPCS OBTAINED FROM WET ZZW

As mentioned in Sectidnd 3, all elements of the non-shared se-

lection channeV can be made almost dry for large enoygh
By this observation, the codg, can be taken as Low Density

Generator Matrix (LDGM) code [4]. Although these codes

ding efficiency is estimated by combining analytic and ex-
perimental results under the assumption that the non-ghare
selection channel is i.i.d. Bernoulli. We pay close attemti

to implementation issues and minimizing the overhead as it
may rather significantly influence the resulting embeddfng e
ficiency.
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